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@ chat.openai.com @&

Since when is the Vasa open to general public

) ChatGPT
The Vasa, a 17th-century warship, is showcased at the Vasa Museum in Stockholm, Sweden.

The museum opened to the general public on June 15, 1990. This event marked the
beginning of public access to the well-preserved ship, which sank on its maiden voyage in
1628 and was salvaged in 1961. The Vasa Museum has since become a prominent tourist

attraction, offering insights into maritime history, 17th-century shipbuilding, and the ship's

own fascinating story.

06 @O

ChatGPT can make mistakes. Consider checking important information.
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@ vasamuseet.se @

#8 Press ® Browsealoud ® Choose language »

Visit Explore ¢ Buy ticket

g

a7

February 1962

Vasa meets the public

By Friday 16 February 1962, the ship is ready to be displayed to the general
public at the newly-constructed Wasa Shipyard, where visitors can see Vasa while
a team of conservators, carpenters and other technicians work to preserve the
ship. The museum opens with a salute from two of Vasa's cannon. Public interest
is enormous and success is immediate - in 1962, 439,300 buy a ticket to see the
ship and its unique finds.

Continue to April 1962
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[ ) O~ < @ chat.openai.com @
@ ChatGPT 4 -

@) You

Since when is the Vasa open to general public

) ChatGPT
The Vasa, a 17th-century warship, is showcased at the Vasa Museum in Stockholm, Sweden.
The museum opened to the general public on June 15, 1990. This event marked the
beginning of public access to the well-preserved ship, which sank on its maiden voyage in
1628 and was salvaged in 1961. The Vasa Museum has since become a prominent tourist
attraction, offering insights into maritime history, 17th-century shipbuilding, and the ship's

own fascinating story.

You

Search for the moment that the vasa ship was first exposed to the general public

ChatGPT

Searching “Vasa ship first exposed to general public date”

ChatGPT can make mistakes. Consider checking important information.
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© chat.openai.com @
& ChatGPT4 -

@, ChatGPT

The Vasa, a 17th-century warship, is showcased at the Vasa Museum in Stockholm, Sweden.
The museum opened to the general public on June 15, 1990. This event marked the
beginning of public access to the well-preserved ship, which sank on its maiden voyage in
1628 and was salvaged in 1961. The Vasa Museum has since become a prominent tourist
attraction, offering insights into maritime history, 17th-century shipbuilding, and the ship's

own fascinating story.

%) You
Search for the moment that the vasa ship was first exposed to the general public

) ChatGPT
| did a quick search and here's what | found.

The Vasa ship was first exposed to the general public on February 16,1962. This event took

place at the newly-constructed Wasa Shipyard, where visitors could see the Vasa while a
team of conservators, carpenters, and other technicians worked on its preservation. The
opening of this exhibition was marked with a salute from two of Vasa's cannons, and it
immediately attracted significant public interest, with 439,300 tickets sold in 1962 to view
the ship and its unique finds (7).
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ChatGPT can make mistakes. Consider checking important information.
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Retrieval Augmented Generation (RAG)

Since when is the
Vasa open to

general public?

ChatGPT question | Resource
Retriever (bing) Webpages
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Since when is the
Vasa open to
general public?

Question

Application

1. question Context

Retrieval

Vasa Museum Data

2. question + context

Answer

Generation

LLM
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Vector Store ~ Ingestion

Ingestor

‘ ‘ Extractor ‘ Splitter Tokenizer Embedding -
\_/
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Workshop agenda

Setting up your environment

Splitting text into chunks

Embedding chunks

Storing embedding and data in a content store Use synthetic questions to validate retrieval quality.
Generate an answer to a question from a context Use LLM to validate the quality of the answer
Improve retrieval strategy

All together now
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LLM - Large Language Model

Guardrules / Instructions / Parent prompting

Reinforcement
Learning
Human
Feedback

Large Supervised
Language
Model Tuning
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Prompting

Question /
Instruction La rge

Language
Model

Prompt template

Setting the stage

Zero-shot vs

Example(s) Instruction with context

Prompt Tuning the output
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Java: AppStepN...

Python: app_stepN_...
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Splitting text into chunks
|

Why is splitting necessary?

Impact of different splitters

Examples splitters

DALL E - visualize a splitter that splits text into chunks
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Java: AppStepN...

Python: app_stepN_...
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3 /l — LT UK \\
- £ CODED TODAY?,
| Workshop jFokus 2024
- START Now! _ >
secret_key=

J: AppSteplChunkingStrategy
P: app stepl chunking strategy
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https://rag4j.org/
https://github.com/RAG4J/rag4j-jfokus
https://github.com/RAG4J/rag4p-jfokus
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Vectorisation

From text to numbers
* Dictionaries of tokens
* Sparse vectors

* One hot encoding

Dictionary mnnm
search 0| 1]0]0]0
daa  [o0oj1]00
langusge  |0]0]0|1]0
pipeline 10101010 1

Pipeline 101010/0]

langusge |0
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Dictionaries

From text to numbers English

* Tokenisation
=

3915 20160 311 279 9624 25 1268 6617 3241 4500 25753 499
* Wordparts

* GPT-4:100277

Nederlands

36 268 6409 1347 579 74900 454 9563 287 304 74957 5355 16998 1950 25

o et araaer

3369 3457 12456 406 261 665 2322 653 648 441 91855 380 648 2779 627
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From vectors to concepts

How are vectors or embeddings created

Most search engines
produce bad results

Javais a great
programming language

Negative

Positive

]
Embedding - [0.85]
search]

13622 2778 21787 8356 3958 3135 198

Embedding - [0.09]

Sentiment
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From vectors to concepts

How are vectors or embeddings created

Expertise
Javais a great m
® programming language 15391 374 264 2294 15840 4221 198
Software Engineering .
Embedding - [0.85, 1]
[ search’ [ resutts|
13622 2778 21787 8356 3958 3135 198

Embedding - [0.09, 1.3]

Most search engines
produce bad results

Business

e ' —® Sentiment
Negative Positive
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Embeddings

N
Q Q& S A
& 4 S Q G
houses
cat —| 0.6 |09 | 0.1 [ 0.4 |-0.7[-0.3|-0.2| pimensionality ¢
reduction of
. word
kitten —»| 0.5 | 0.8 [-0.1] 0.2 |-0.6|-0.5[-0.1| embeddings
from 7D to 2D
> cat
dog —|0.7 |-0.1{ 04 | 0.3 |-0.4]|-0.1]-0.3 ® Litten
@
houses —|-0.8|-0.4(-0.5| 0.1 [-0.9] 0.3 | 0.8 )
dog
\ )\ )\ J\ )
Y Y . o R
Word Dimensionality Visualization of word

Word embedding

reduction

embeddings in 2D
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Java: AppStepN...

Python: app_stepN_...
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n P: app step2 embedder
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Lexical vs Semantic Search

aragorn
arwen
balrog
barcelgna
dagobert

de //_/—- Lo

donald -

andal LK =
:on:mIf “" s
goofy \ l =

onee ",,? .
katrien N> 4' " ‘\ ,
kwak ‘6”;’\\ " 5!

Donald Duck

Maak mij van stenen - FC Barcelona

Aragorn™ & Arwen™

Frodo™ & Gollem™

Dagobert Duck, Kwik, Kwek en Kwak

Maak mij van stenen - Manchester United

Gandalf de Grijze™ & Balrog™

Katrien Duck

Goofy en Pluto
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Comparing vectors

dimension 2

L2( vqm'r_\'svj'r()(ln)zJ j

dimension 1

d
n
’;I (vqm'l(\'.i - v./'rm/n.i )_

Football
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Similarity / HNSW

layer 2
entry
nearest point on
. neighboor on loyer L =2
- layer 1 = 2 .
layer 1
nearest
neighboor on —
layer L=1 /
layer O

nearest
neighbour on

tagerl =@ point on

layer 1= 0

https://towardsdatascience.com/similarity-search-part-4-hierarchical-navigable-small-world-hnsw-2aad4fe87d37
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Pocuments Splitter Chunks Embedder Vector
' Indexing Content
Asking questions Store

Java: AppStepN... : | P ': """" ':
Python: app_stepN ... : : ' |
| ? [o o o] , : :
I Question I . I l
I Embedder Vector I Retriever | I
| ' I |
oo oTTToT oo TTTmTmT T T “““ - = !
: |

= - I Quality
= o >_ | %@ |
Context @ Prompt : I
Answering I LLM :

|
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Quality of RAG

Question

Contextual Accuracy
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Generating Answers

) A
Question RES
Context ‘ Answer

Large Language Model

Observability for Quality
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Java: AppStepN...

Python: app_stepN_...
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Retrieving the context

Window

Chunk 2

~ N

Question

Document E==2 Splitter

Chunk 5
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Java: AppStepN...

Python: app_stepN_...

=

Documents

Indexing

Asking questions

N/
A\®
Splitter

i

Embedder

D

Question

o=/

Sle

Answering

[oee]

Vector

Content
Store

C—
—

Quality

luminis. /

part of
yuma



= JTUR N

COD D TODAY ‘

I
(/ \
’ 0
i

: secret_key=
=
[
\
\

P
i
L

o J: AppStepSRetrievalStrategy

| e

- P: app step5 retrieval strategy

luminis. /52




luminis. /2




Overall Solution

ObservedRetriever

—

|Acts as a proxy o the retriever and
[stores all interaction In the observef

uses
|conte
observes
RetrievalStrategy —— uses —» Retriever

Implements a strategy to obtain
[content like windowing or hierarchy.

[Responsivle for obtalning context
ltrom a DataSource.

T

WindowRetrieval
Strategy

TopNRetrieval
Strategy

Retrieves the chunks that have the
[ciosest distance 1o the question
land well as the provided window
Isize of chunks.

[Retrieves the chunks that have the
|ciosest distance to the question.

Embedder

[« calls

|Converts a string Into an array of
[foats, also called an embedding or
la vector.

reads —»|

ContentStore

[€— stores

Stores the data and makes that
|data avallable for retrieval, possibly|
[tnrough vectors.

Splitter

Spis provided text Into chunks.
(Chunks are numbered and keep

the properties from the document.

calls

IndexingService

Observed
AnswerGenerator

[Wraps an AnswerGenerator to add
lobservabllity aspects.

S

wraps

|

AnswerGenerator

GenerateQuestion
Service

Uses an LLM to generate a
lquestion for the provided chunk
land stores It In the judgement list.

Uses a resource loader to obtaln
ldocuments, spltts them Into
[chunks, creates

Is

!

ResourceLoader

Loads content througn a flie syste
or remote location and retums

Retrieval + Storage

This is an overview of the retrieval part of the RAG4j solution.
Before retrieving content, it has to be stored first.

into the

The i
content store.

is

for loading

The retrieval strategy is used by the application to construct the

context for the answer to a quesry.

Uses a context to answer the
iprovided question. The context is

[otten obtained trom the retriever.

implements

I R

OpenAl
AnswerGenerator

Uses the OpenAl GPT-4 model to
lanswer questions using the

[provided context.

generate

Application

retrieve ——|

calls

RetrievalStrategy

Implements a strategy to obtain
[cantent like windowing or hierarchy |

!

l

AnswerQuality
Service

RetrievalQuality
Service

Uses an LLM to determine the
lqualty of the answer In reiation to
the context and the question.

Uses a judgement list to determine
he quallty of the retriever.

Answer generation

This part of the solution uses the input from a retriever to generate an
answer to a question using an LLM. It also shows the services to

determine the quality of the retriever and the generator. Finally there is a

service to generate questions using the input from a chunk and use that
to aenerate a iudaement list.
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Java: AppStepN...

Python: app_stepN_...
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J: AppStepbAllTogether

P:

app step6 all together
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